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Abstract—This paper presents a large sample decoupled maximum likelihood (DEML) angle estimator for uncorrelated narrowband plane waves with known waveforms and unknown amplitudes arriving at a sensor array in the presence of unknown and arbitrary spatially colored noise. The DEML estimator decouples the multidimensional problem of the exact ML estimator to a set of 1-D problems and, hence, is computationally efficient. We shall derive the asymptotic statistical performance of the DEML estimator and compare the performance with its Cramér-Rao bound (CRB), i.e., the best possible performance for the class of asymptotically unbiased estimators. We will show that the DEML estimator is asymptotically statistically efficient for uncorrelated signals with known waveforms. We will also show that for moderately correlated signals with known waveforms, the DEML estimator is no longer a large sample maximum likelihood (ML) estimator, but the DEML estimator may still be used for angle estimation, and the performance degradation relative to the CRB is small. We shall show that the DEML estimator can also be used to estimate the arrival angles of desired signals with known waveforms in the presence of interfering or jamming signals by modeling the interfering or jamming signals as random processes with an unknown spatial covariance matrix. Finally, several numerical examples showing the performance of the DEML estimator are presented in this paper.

I. INTRODUCTION

M ANY high-resolution algorithms for estimating the angles of arrival (AOA’s) of signals incident on an array of sensors have been devised in the past few decades. These research activities are mainly motivated by military applications including the source localization applications in radar and sonar. In these conventional applications, the incident signals are usually unknown. The subspace-based algorithms, such as MUSIC [1] and ESPRIT [2], are developed without considering any knowledge of the incident signals, except for some general statistical properties such as the second-order ergodicity. Conditioned and unconditional estimators [3] are also devised for such applications. The unconditional estimators, such as the unconditional maximum likelihood (ML) estimators [3]-[5], model the unknown signals as random processes. The conditional estimators, such as the conditional ML estimators [6]-[10], model the unknown signals as unknown deterministic parameters.

As the political environment changes, however, more attention is now being paid to applying array signal processing techniques to civilian applications including friendly communications. For example, an antenna array may be used as a receiver in a communication system to enhance its communications capability. A distinguishing feature of friendly communications is that certain a priori knowledge on the impinging signals is available to its receiver. This a priori information may or may not be explicit. For example, in a digital communication system, the modulation format of the transmitted signals is known to the receiver, although the actual transmitted symbol stream is unknown. In a packet radio communication system or a mobile communication system, a known preamble may be added to the message for training purposes [11]-[13]. Such extra information may be exploited to enhance the accuracy of the AOA estimates and may be used to simplify the computational complexity of the estimation algorithms. Several algorithms have been developed to exploit such extra information including, for example, the special features of cyclostationary signals [14]-[16] and constant modulus signals [17]. Exact ML estimators for signals with known waveforms in the presence of spatially white noise are also considered [18].

The purpose of this paper is to present a large sample decoupled maximum likelihood (DEML) angle estimator for uncorrelated narrowband plane waves with known waveforms and unknown amplitudes arriving at a sensor array in the presence of unknown and arbitrary spatially colored noise. The DEML estimator decouples the multidimensional problem of the exact ML estimator to a set of 1-D problems and, hence, is computationally efficient. We shall derive the asymptotic statistical performance of the DEML estimator and compare the performance with its Cramér-Rao bound (CRB), i.e., the best possible performance for the class of asymptotically unbiased estimators. We shall show that the DEML estimator is asymptotically statistically efficient for uncorrelated signals with known waveforms, which occur often in communication systems. We shall show that for moderately correlated signals with known waveforms, the DEML estimator is no longer a large sample maximum likelihood (ML) estimator, but the DEML estimator may still be used for angle estimation, and the performance degradation relative to the CRB is small. We shall
show that the DEML estimator can also be used to estimate the arrival angles of desired signals with known waveforms in the presence of interfering or jamming signals by modeling the interfering or jamming signals as random processes with an unknown spatial covariance matrix. Finally, several numerical examples showing the performance of the DEML estimator are presented in this paper.

The rest of this paper is organized as follows. In Section II, we formulate the problem of interest. In Section III, we derive the computationally efficient large sample DEML estimator. In Section IV, we present the asymptotic statistical performance of the DEML estimator and compare the performance with its CRB. In Section V, we provide several numerical examples showing the performance of the estimator. Finally, Section VI contains our conclusions.

II. PROBLEM FORMULATION

Consider the estimation of the AOA’s of K narrowband plane waves impinging on an array of M sensors. The received data vector may be modeled as

\[ x(t) = A(\theta)s(t) + n(t) \]

where \( x(t) \in \mathbb{C}^{M \times 1} \) is the array output vector, \( s(t) \in \mathbb{C}^{K \times 1} \) is the incident signal vector, and \( n(t) \in \mathbb{C}^{M \times 1} \) is the additive noise vector. The \( M \times K \) matrix \( A(\theta) \) is the direction matrix corresponding to the parameter vector \( \theta = [\theta_1, \theta_2, \cdots, \theta_K]^T \in \mathbb{R}^{K \times 1} \), where \((\cdot)^T\) denotes the transpose. The columns of the matrix \( A(\theta) \) are the direction vectors \( a(\theta_k), \ k = 1, 2, \cdots, K \). The waveforms of \( s(t) \) are assumed to be known. The amplitudes of \( s(t) \) are assumed to be unknown. (We have considered both cases of known and unknown amplitudes of \( s(t) \) in [19].)

The array is assumed to be free of rank-1 ambiguity, i.e.

\[ a(\theta_i) = \alpha a(\theta_j) \iff \theta_i = \theta_j \]

where \( \alpha \) is a nonzero scalar. Note that this unambiguous manifold assumption does not require \( K < M \). We shall show herein that for signals with known waveforms, we can avoid the assumption that \( K < M \), which is necessary for signals with unknown waveforms.

The noise vector \( n(t) \) is assumed to be a circularly symmetric complex Gaussian random vector with zero-mean and arbitrary covariance matrix \( Q \) and is sampled to be temporally white, i.e.

\[ E[n(t_i)n^*(t_j)] = Q\delta_{i,j} \]

where \((\cdot)^*\) denotes the complex conjugate transpose, and \( \delta_{i,j} \) is the Kronecker delta. The unknown covariance matrix \( Q \) models both thermal noise caused by the sensor output receivers and all other outside radio interference and jamming. Note that when the incident signals have unknown waveforms and are assumed to be either random processes or unknown deterministic signals, the problem of AOA estimation is ill-defined if \( Q \) is unknown. The AOA estimators devised for signals with unknown waveforms may assume, for example, that \( Q \) is known, such as in MUSIC and ESPRIT [1], [2], or that \( Q = \sigma^2I \) with \( \sigma^2 \) unknown, such as in MODE [20], or that \( Q \) is block diagonal [21], [22].

The \( k \)th incident signal \( s_k(t) \), i.e., the \( k \)th component of the signal vector \( s(t) \), may be written as

\[ s_k(t) = \gamma_k y_k(t), \quad k = 1, 2, \cdots, K \]

where \( y_k(t) \) denotes the known signal waveform, and \( \gamma_k \) denotes the complex amplitude or gain of the signal and is unknown. In matrix form, the signal model may be written as

\[ s(t) = \Gamma y(t) \]

where \( \Gamma = \text{diag}[\gamma_1, \gamma_2, \cdots, \gamma_K] \) and \( y(t) = [y_1(t), y_2(t), \cdots, y_K(t)]^T \). The incident signals are assumed to be quasistationary [23], and the “covariance matrix” of the incident signals \( s(t) \) is defined as

\[ R_{ss} = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} s(t_n)s^*(t_n). \]

The “covariance matrix” \( R_{yy} \) of the known waveforms \( y(t) \) is similarly defined. For uncorrelated incident signals, both \( R_{ss} \) and \( R_{yy} \) will become diagonal. When the incident signals are not coherent, i.e., not completely correlated with each other, the number of signals is known since we even know their waveforms. We consider herein the case where the incident signals are not completely correlated. Finally, we assume that the signal and noise vectors are uncorrelated, i.e.

\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} s(t_n)n^*(t_n) = 0, \]

with probability 1 (w.p. 1.).

The problem of interest herein is to determine the AOA’s \( \theta_i \) and the unknown amplitudes \( \gamma_k \) (if of interest) \( k = 1, 2, \cdots, K \) from \( N \) independent data samples \( x(t_1), x(t_2), \cdots, x(t_N) \).

III. DECOUPLED MAXIMUM LIKELIHOOD (DEML) ESTIMATOR

We consider below a large sample ML estimator for \( \{\theta_k\} \) and \( \{\gamma_k\} \). It is easy to show that an exact ML estimator requires a multidimensional search over the parameter space and is computationally burdensome. We shall show below that when the incident signals are uncorrelated, a large sample DEML estimator exists and is asymptotically statistically efficient. The DEML estimator determines the AOA and the amplitude (if of interest) of each incident signal separately. The DEML estimator thus reduces the \( K \)-dimensional search problem to \( K \) 1-D search problems for an arbitrary sensor array. For the special case of uniform linear arrays, we will show that we can also avoid the 1-D search problem by devising a large sample ML algorithm to compute the parameter estimates. For correlated incident signals, the DEML estimator is no longer asymptotically statistically efficient. We shall show in Section V with numerical examples that the DEML estimator may still be used to estimate the angles and amplitudes of moderately correlated incident signals without much performance degradation.
A. Arbitrary Arrays

The log-likelihood function of the array output vectors $x(t_n), n = 1, 2, \cdots, N$ is proportional to (within an additive constant)

$$- \ln |Q| - \text{tr} \left\{ Q^{-1} \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - B y(t_n)] [x(t_n) - B y(t_n)]^* \right\}$$

where $| \cdot |$ denotes the determinant of a matrix, and

$$B = A \Gamma$$

where we have dropped the argument $\theta$ of $A(\theta)$ for convenience.

Consider first the estimate of $Q$ and the unstructured estimate of $B$. It is easy to show that

$$\hat{Q} = \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - \hat{B} y(t_n)] [x(t_n) - \hat{B} y(t_n)]^*$$

(9)

and $\hat{B}$ may be obtained by minimizing the following cost function

$$F = \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - B y(t_n)] [x(t_n) - B y(t_n)]^*$$

(10)

Let

$$\hat{R}_{yy} = \frac{1}{N} \sum_{n=1}^{N} y(t_n) y^*(t_n)$$

and

$$\hat{R}_{yx} = \frac{1}{N} \sum_{n=1}^{N} y(t_n) x^*(t_n)$$

(11)

(12)

Let $\hat{R}_{yx}$ be defined similarly as $\hat{R}_{yy}$. Then, let [24]

$$G = \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - B y(t_n)] [x(t_n) - B y(t_n)]^*$$

$$= \hat{R}_{yx} - B \hat{R}_{yy} - \hat{R}^*_y B^* + B \hat{R}^* B^*$$

(13)

$$= [B - \hat{R}^*_y \hat{R}^{-1}_y \hat{R}_{yx} (B - \hat{R}^*_y \hat{R}^{-1}_y)]$$

$$+ \hat{R}_{yx} - \hat{R}^*_y \hat{R}^{-1}_y \hat{R}_{yx}$$

(14)

(15)

Since the matrix $\hat{R}_{yy}$ is positive definite and the second and third terms in (15) do not depend on $B$, it follows that

$$G \geq G|_{B=B}$$

(16)

where

$$\hat{B} = \hat{R}^*_y \hat{R}^{-1}_y$$

(17)

Since the whole sample covariance matrix $G$ is minimized, the unstructured estimate $\hat{B}$ of $B$ in (17) will minimize any nondecreasing function $\lambda(G)$ including the determinant of $G$.

A function $\lambda(G)$ is a nondecreasing function of positive definite $G$ if for any nonnegative definite $\Delta G$, $\lambda(G + \Delta G) \geq \lambda(G)$, and the equality holds only for $\Delta G = 0$ [24].
where we have used \( \hat{\theta}_k \) to denote the true value of the \( k \)th incident angle in order to distinguish it from the indeterminate \( \theta_k \). By assumption (2) and the Cauchy–Schwarz inequality, the absolute maximum of (25) is given by \( \theta_k = \hat{\theta}_k \). This result shows that the \( \hat{\theta}_k \) obtained from (25) or (26) is a consistent estimate of the \( k \)th incident angle. It is then easy to see that \( \hat{\gamma}_k \) is also a consistent estimate of \( \gamma_k \).

The DEML estimator for signals with unknown amplitudes may be summarized as follows:

**Step 1:** Compute \( b_k \), \( k = 1, 2, \ldots, K \) and Q with (17) and (18), respectively.

**Step 2:** Determine \( \hat{\gamma}_k \) (if of interest) and \( \hat{\theta}_k \), \( k = 1, 2, \ldots, K \) with (24) and (26), respectively.

We remark that when the incident signals are uncorrelated with each other, since \( \{\theta_k, \gamma_k\} \) are consistent and large sample realizations of the ML estimates, it follows that \( \{\hat{\theta}_k, \hat{\gamma}_k\} \) are asymptotically statistically efficient, according to the general properties of ML estimators [25]. This result will be confirmed again by the performance analysis in Section IV. When the incident signals are correlated with each other, the DEML estimator is no longer a large sample ML estimator, but the DEML estimator may still be used for angle estimation. In Section V, we will confirm that for moderately correlated incident signals, the DEML estimator is no longer asymptotically statistically efficient, but the performance degradation relative to the CRB is small.

**B. Uniform Linear Arrays**

For a linear array of uniformly spaced identical sensors, i.e., a uniform linear array (ULA), the A(\( \theta \)) in (1) becomes a Vandermonde matrix, and its \( k \)th column \( a(\theta_k) \), \( k = 1, 2, \ldots, K \) becomes

\[
a(\theta_k) = [1, q_k, \ldots, q_k^{M-1}]^T
\]

where

\[
q_k = \exp\left(\frac{j 2\pi \delta}{\lambda} \sin \theta_k\right),
\]

with \( \delta \) denoting the spacing between two adjacent sensors of the ULA, \( \lambda \) denoting the wavelength of the incident signals, and \( \theta_k \) defined relative to the array normal.

For a ULA and an arbitrary Q, the minimization of the right-hand side of (26) is equivalent to solving for the roots of a polynomial of order 2(M − 1). Compared with the exact iterative ML methods in [18], this DEML method requires the computation of a single iteration of the exact ML method.

For a ULA and an arbitrary Q, the minimization of the right-hand side of (26) may be further simplified with the following noniterative ML method that is asymptotically equivalent to the DEML method and yet avoids solving for the roots of a high-order polynomial. We note that each function in (26) may be reparameterized in terms of the coefficients \( c_k = [c_{0k}, c_{1k}]^T \), \( k = 1, 2, \ldots, K \) of a first-order polynomial defined as

\[
c_{0k}z + c_{1k} = c_{0k}(z - q_k); \quad c_{0k} \neq 0.
\]

Let \( C_k \) be an \( M \times (M - 1) \) matrix defined as

\[
C_k^* = \begin{bmatrix}
c_{1k} & c_{0k} & 0 \\
0 & c_{1k} & c_{0k} 
\end{bmatrix}.
\]

Since rank \( (C_k) = M - 1 \) and \( C_k^*a_k = 0 \), we have rank \( (Q^{1/2}C_k) = M - 1 \) and \( (Q^{1/2}C_k)^*Q^{-1/2}a_k = 0 \). These two observations imply that the columns of \( Q^{1/2}C_k \) span the null space of \( a_k^*Q^{-1/2} \). Thus

\[
P_k = Q^{1/2}C_k(C_k^*Q_kC_k)^{-1}C_k^*Q^{1/2}.
\]

Then, the right-hand side of (26) may be reparameterized as a function of the polynomial coefficients \( c_k \) and \( c_k = \min_{c_k} C_k(C_k^*Q_kC_k)^{-1}C_k^*b_k b_k^* \).

From (11) and (12), we have \( R_{yy} - R_{xx} = O(1/\sqrt{N}) \) and \( R_{xy} - \bar{R}_{xy} = O(1/\sqrt{N}) \), where \( O(1/\sqrt{N}) \) denotes the (asymptotic) order, in the root-mean-square sense, of a random variable. Using first-order approximations with (17), we have

\[
B - \bar{B} = O(1/\sqrt{N}) \text{ or } b_k - \bar{b}_k = O(1/\sqrt{N}) \quad [26].
\]

Then, the \( C_k \) in \( C_k^*Q_kC_k \) in (35) may be replaced by a consistent estimate without affecting the asymptotic statistical efficiency of the minimizer of (35). Hence, for a uniform linear array, we can first determine an initial estimate of \( c_k \), \( k = 1, 2, \ldots, K \), by minimizing \( tr[C_k^*b_k b_k^* C_k] \). This estimate of \( c_k \) is consistent since \( b_k \) is a consistent estimate of \( b_k \). We then determine an efficient estimate of \( c_k \) using (35) with \( C_k \) in \( C_k^*Q_kC_k \) replaced by its consistent estimate formed from the initial estimate of \( c_k \). This algorithm avoids solving for the roots of a high-order polynomial and is computationally efficient for determining the asymptotically statistically efficient estimates of the angles \( \theta_k \). In order to obtain a meaningful solution to these quadratic minimizations, the conjugate symmetry condition \( c_{0k} = \bar{c}_{0k} \) [27], [28] and \( \Re^2[c_{0k}] + \Im^2[c_{0k}] = 1 \) can be imposed on \( c_k \). These constraints are considered in detail in [19]. In the numerical examples given in Section V, we present results obtained by imposing these constraints on \( c_k \).

**C. Properties of the DEML Estimator**

We now sum up five significant advantages of the DEML estimator for uncorrelated signals with known waveforms as compared with the case of signals with unknown waveforms.

First of all, the large sample and asymptotically statistically efficient DEML estimator is computationally much simpler than any existing large sample ML estimators for unknown signals. It has been shown in [9] and [lo] that for the case of uncorrelated and unknown signals, the multidimensional ML angle estimation problem also asymptotically decouples into \( K \)-1-D problems, which may be solved with the standard MUSIC algorithm given in [1]. The MUSIC algorithm, however, requires the eigendecomposition of the array covariance matrix, which is computationally expensive. On the contrary,
the cost function associated with the DEML estimator does not require any eigendecomposition. Moreover, on a parallel computer, the DEML estimator can be naturally implemented in a parallel fashion, i.e., by minimizing the $K$ functionals in (26) in parallel.

Second, the accuracy provided by the DEML estimator for uncorrelated signals with known waveforms is superior to that of the best estimators for unknown signals (see the comparisons given in [18] and the numerical examples in Section V of this paper). In fact, when unknown signals are modeled as unknown deterministic parameters and the number of array sensors is finite, no estimator can achieve its CRB [9], which is bound to be greater than or equal to the CRB for signals with known waveforms due to the parsimony principle [24].

Third, the DEML estimator does not suffer any accuracy degradation when the smallest angle separation $\Delta = \inf_{i \neq j} |\theta_i - \theta_j|$ tends to zero. By contrast, the accuracy of any estimator that does not exploit the knowledge of the waveforms significantly degrades (until complete failure) when $\Delta$ approaches zero. This result is also illustrated in Section V of this paper with a numerical example.

Fourth, the DEML estimator has no constraints on the number of incident signals at all, provided that the number of data samples is large enough, while estimators for unknown signals require that the number of signals be less than the number of array sensors.

Fifth, the DEML estimator can handle the case of unknown spatially colored noise with little additional difficulties. The estimators for unknown signals, however, fail to handle this case. This advantage of the DEML estimator is particularly useful for estimating the incident angles of signals with known waveforms in the presence of unknown interfering and jamming signals that are not completely correlated with any of the known waveforms. This is especially true when the number of interfering and jamming signals is large (for example, larger than the number of array sensors) and when some of the interfering and jamming signals are wideband.

The unknown noise covariance matrix $Q$ may be used to accommodate both the presence of these interfering and jamming signals and any other noise, including the thermal noise.

IV. ESTIMATOR PERFORMANCE AND CRAMÉR–RAO BOUND

In this section, we present the asymptotic statistical performance analysis of the DEML estimator and compare the result to its CRB, i.e., the best possible performance for the class of asymptotically unbiased estimators. We shall confirm that if the incident signals are uncorrelated, the DEML estimator is asymptotically statistically efficient, i.e., the error covariance matrix of the estimates approaches the corresponding CRB asymptotically. We shall show in Section V with numerical examples that when the incident signals are moderately correlated, the relative efficiency of the DEML estimator, i.e., the square root of the ratio between the corresponding CRB and the error variance of an estimate, is close to 1.

We first present the large sample statistical performance of the DEML angle estimates and their CRB's since the angle estimates are of the most interest. We then present the results when both the angle and amplitude estimates are of interest.

**Theorem 2:** Let $\{\hat{\theta}_k\}$ be estimated with the DEML estimator, i.e., with (17), (18), and (26). Then, the asymptotic covariance matrix of $\hat{\theta}$ is given by

$$E[(\hat{\theta} - \theta)(\hat{\theta}^T - \theta^T)] = \frac{1}{2N} \text{Re} [\Psi^* \Psi] \odot \hat{R}_{ss}$$

where $\odot$ denotes the elementwise multiplication between two matrices, $\hat{R}_{ss}$ is defined in (6), and

$$\Psi = \begin{bmatrix} \frac{1}{|P_{\theta_1}^\perp d_1|} \frac{1}{|P_{\theta_2}^\perp d_2|} \cdots \frac{1}{|P_{\theta_K}^\perp d_K|} \\ |P_{\theta_1}^\perp d_1|^2 |P_{\theta_2}^\perp d_2|^2 \cdots |P_{\theta_K}^\perp d_K|^2 \end{bmatrix}$$

with

$$\hat{a}_k = Q^{-1/2} \hat{a}_k,
\hat{d}_k = Q^{-1/2} d_k
\frac{d_k}{\theta_k}$$

**Proof:** See the Appendix.

**Theorem 3:** The CRB of the angle estimates for signals with known waveforms, unknown amplitudes, and unknown noise covariance matrix may be written as

$$\text{CRB}(\theta) = \frac{1}{2N} \text{Re}^{-1} [(\hat{D}^* \hat{D}) \odot \hat{R}_{ss} - \Delta^* \Lambda^{-1} \Delta]$$

where

$$\hat{D} = [\hat{d}_1, \hat{d}_2, \cdots, \hat{d}_K]$$

with $\hat{d}_k, \ k = 1, 2, \cdots, K$ as defined in (40), and

$$\Delta = (\hat{A}^* \hat{A}) \odot \hat{R}_{ss},
\Lambda = (\hat{A}^* \hat{A}) \odot \hat{R}_{ss}$$

with $\hat{A} = Q^{-1/2} \hat{A}$.

**Proof:** The proof is a straightforward extension of the corresponding one in [18] and is therefore omitted. The details can be found in [19].

For large $N$ and uncorrelated signals, $\hat{R}_{ss}$ approaches $R_{ss}$, which is a diagonal matrix. Thus, the CRB($\theta$) in (42) also becomes diagonal, and the CRB for the $\theta$th angle estimate may be written as

$$\text{CRB}(\theta_k) = \frac{\hat{a}_k^* \hat{a}_k}{2N[R_{ss}]_{kk} \hat{d}_k^* (\hat{a}_k^* \hat{a}_k I - \hat{a}_k \hat{a}_k^*) \hat{d}_k}
= \frac{1}{2N[R_{ss}]_{kk} \hat{d}_k^* \hat{P}_{\theta_k} \hat{d}_k}$$

where $[R_{ss}]_{kk}$ is the power of the $k$th incident signal. As expected, this result is the same as (37) when $R_{ss}$ is a diagonal matrix, which confirms that the DEML estimator is asymptotically statistically efficient for uncorrelated signals with known waveforms and unknown amplitudes.
The proof can be found in [19].

We can show [19] that the DEML estimator provides asymptotically statistically efficient estimates for both incident angles and unknown amplitudes when the known waveforms are uncorrelated with each other.

For a ULA and \( Q = \sigma^2 I \), (46) may be further simplified to

\[
\text{CRB}(\theta_k) = \frac{6\sigma^2}{N(M^2 - 1)M(2\pi \delta / \lambda)^2 |\mathbf{R}_{\text{se}}|_{kk} \cos^2(\theta_k)}
\]

which checks with the corresponding CRB expression in [18].

As already shown, the DEML estimator may be used to estimate not only the incident angles but the unknown amplitudes \( \gamma_k \) as well. The unknown amplitudes may be of interest in certain applications such as in communications and bistatic radar (where the transmitter and the receiver of the radar are at different locations). In the communications applications, the \( \gamma_k \) represents the channel gain and phase shift. In radar applications, \( \gamma_k \) represents the radar cross section of a target. Let

\[
\mathbf{u} = [u_1^T, u_2^T, \cdots, u_K^T]^T
\]

where

\[
\mathbf{u}_k = [\theta_k, \text{Re}(\gamma_k), \text{Im}(\gamma_k)]^T, \quad k = 1, 2, \cdots, K.
\]

Then, the asymptotic statistic of \( \hat{\mathbf{u}} \) is given by the following theorem.

**Theorem 4:** Let \( \{\hat{\mathbf{u}}_k\} \) be estimated with the DEML estimator, i.e., with (17), (18), (26), and (24). Then, the asymptotic covariance matrix of \( \hat{\mathbf{u}} \) is given by

\[
E[(\hat{\mathbf{u}} - \mathbf{u})(\hat{\mathbf{u}} - \mathbf{u})^T] = \frac{1}{2N} \text{Re}^{-1}(\Xi) \text{Re}[(\mathbf{V}^* \mathbf{Q}^{-1} \mathbf{V}) \otimes (\mathbf{R}_{yy} \otimes \mathbf{E}_3)] \text{Re}^{-1}(\Xi)
\]

where \( \mathbf{E}_3 \) denotes the \( 3 \times 3 \) matrix with all elements equal to one, and \( \otimes \) denotes the Kronecker product

\[
\mathbf{V} = [\mathbf{V}_1, \mathbf{V}_2, \cdots, \mathbf{V}_K],
\]

and

\[
\Xi = \begin{bmatrix}
\mathbf{V}_1^* \mathbf{Q}^{-1} \mathbf{V}_1 & 0 & \cdots & 0 \\
0 & \mathbf{V}_2^* \mathbf{Q}^{-1} \mathbf{V}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{V}_K^* \mathbf{Q}^{-1} \mathbf{V}_K
\end{bmatrix}
\]

with

\[
\mathbf{V}_k = \frac{\partial \mathbf{b}_k}{\partial \mathbf{u}_k}
\]

**Proof:** The proof can be found in [19].

We can show [19] that the DEML estimator provides asymptotically statistically efficient estimates for both incident angles and unknown amplitudes when the known waveforms are uncorrelated with each other.

V. NUMERICAL RESULTS

We present in this section several examples showing the performance of the DEML estimator described in Section III. The array used in the examples consists of \( M \) identical sensors that are uniformly spaced with a spacing \( \delta \) between adjacent sensors of a half wavelength. The incident signals are binary phase-shift keyed (BPSK) signals, and the gains are assumed one. A typical known waveform used in our examples is shown in Fig. 1 for \( N = 20 \). The performance of the estimator in each of the examples below was obtained from 100 Monte Carlo simulations. The DEML angle estimates are calculated with the computationally efficient algorithm presented in Section III-B. In Sections V-A and B, the additive noise is assumed to be the thermal noise only, which is spatially white, i.e., \( Q = \sigma^2 I \). The examples showing the cases where the additive noise consists of both the spatially white thermal noise and unknown narrowband interfering signals can be found in [19]. The empirical results of the DEML estimator are compared with those of the exact ML estimator. The results are also compared with the asymptotic statistical performance of the DEML estimator derived in the previous section and its asymptotic CRB's.

A. Uncorrelated Signals

Consider first an example where two uncorrelated signals with known waveforms arrive at a uniform linear array of \( M = 5 \) sensors from \( \theta_1 = 0^\circ \) and \( \theta_2 = 5^\circ \). The signal-to-noise ratio (SNR) of each signal at each sensor output is assumed to be \(-5 \) dB. Fig. 2 shows the performance of the DEML estimator and the exact ML estimator as a function of the number of data samples \( N \). This figure and the figures below show the root-mean-squared error (RMSE) for the first signal. The results are similar for the other signal or signals. The exact ML estimates are obtained by the iterative alternating maximization approach described in [18]. Arbitrary initial conditions are assumed for the exact ML estimator. Note that
the number of iterations needed by the exact ML estimator may be reduced by using initial conditions obtained with estimators such as MODE/WSF [20], [29], [30] or IQML [27], which were developed for unknown signals. When MODE is used, the total computation needed to obtain the exact ML estimates may be reduced by 4% or less for this example. The accuracy of the exact ML estimates obtained with and without using MODE are similar. Fig. 2 also shows the asymptotic statistical performance of the DEML estimator, which coincides with the asymptotic CRB’s. For comparison, the CRB’s for signals with unknown waveforms (see [18]) are shown as well. Note that although the DEML estimator is a large sample ML estimator, its performance is very close to its CRB even for N as small as N = 20 for this example. Note that as the number of data samples becomes even smaller, the performance of both the DEML estimator and the exact ML estimator degrades as compared with the CRB. The performance of the exact ML estimator is better than that of the DEML estimator for very small N (i.e., N < 20 for this example). The DEML estimator, however, requires much less computation than the exact ML estimator. The computation, which is measured by the count of floating-point operations required by the DEML estimator is approximately 54 (for small N) and, respectively, 35 (for large N) times less than that required by the exact ML estimator.

Our numerical examples also show that whether a given N is large or not depends on what the M and the SNR are. We have found that the larger the M, the more data samples are needed for the DEML estimator to achieve its CRB. We have also found that the higher the SNR, the closer the DEML estimator to its asymptotic CRB even when the number of data samples is very small. More detailed discussions can be found in [19].

Fig. 3 shows the performance of the DEML estimator and its CRB as a function of the number of incident signals K when the K uncorrelated signals arrive from 0°, 5°, ..., 5(K – 1)°, N = 100 and SNR = –5 dB. The solid lines are for the asymptotic CRB’s. The statistical performance of DEML estimator coincides with its asymptotic CRB for known waveforms. The symbols '*' and 'o' are for the exact ML estimator (with and without MODE), and the DEML estimator, respectively.

In this section, we shall show how the performance of the DEML estimator degrades relative to its CRB as the incident signals become correlated. Consider an example where two correlated signals with known waveforms arrive at an array of M = 5 sensors from θ1 = 0° and θ2 = 5°. The SNR of each signal at each sensor output is assumed to be –5 dB, and the number of data samples N = 100. Fig. 4 shows the performance of the DEML estimator, the exact ML estimator with arbitrary initial conditions, and the exact ML estimator with initial conditions calculated with MODE as a function of the correlation coefficient between the two incident signals. Note that when the incident signals are highly correlated, the exact ML estimator may encounter a severe local minima problem. When arbitrary initial conditions are used for the exact ML estimator, the performance of the exact ML estimator may be poorer than that of the DEML estimator. The performance of the exact ML estimator may be improved by first using MODE to calculate the initial conditions. When MODE is used, the total computation needed to obtain the exact ML estimates may be reduced by 15%. In this example, the computation required...
by the DEML estimator is approximately 35 (for uncorrelated signals) and, respectively, 92 (for highly correlated signals) times less than that required by the exact ML estimator with arbitrary initial conditions.

Fig. 4 also shows the asymptotic statistical performance of the DEML estimator and the asymptotic CRB's. For comparison, the CRB’s for signals with unknown waveforms (see [18]) are shown as well. Note that the Monte-Carlo simulation results are close to the corresponding theoretical performance analysis results for both the DEML and the exact ML estimators. We also note that although the DEML estimator is an ML estimator for uncorrelated signals only, the performance degradation for moderately correlated signals is small, as compared with its CRB’s.

We consider next the relative efficiency of the DEML estimator as a function of the correlation coefficient between incident signals for various parameters. The relative efficiency of the DEML estimator is defined as the square root of the ratio between the corresponding CRB and the MSE. Consider first an example where two correlated signals with known waveforms arrive at an array of $M = 5$ sensors from $\theta_1 = 0^0$ and $\theta_2 = \Delta$. We also assume that $\text{SNR} = -5\, \text{dB}$ and $N = 100$. Fig. 5 shows the relative efficiency of the DEML estimator, which is obtained with the asymptotic statistical analysis results, as a function of the correlation coefficient for various $\Delta$. We note that when $\Delta = 0^0$, the DEML estimator is efficient for both correlated and uncorrelated signals. For nonzero $\Delta$, the relative efficiency decreases as the correlation coefficient increases. Yet, the relative efficiency for all $\Delta$ remains close to 1 for moderately correlated signals.

Our numerical examples also show that for correlated signals, the relative efficiency of the DEML estimator decreases as $M$ increases. The decrease, however, is slow for moderately correlated signals. We have also found that for moderately correlated signals, the relative efficiency of the DEML estimator remains close to 1 when $K$ is increased. This result holds even when $K > M$. More detailed discussions can be found in [19].

Finally, we remark that the DEML estimator can also be used to estimate the incident angles of desired signals with known waveforms in the presence of interfering or jamming signals that are uncorrelated with the desired signals [18]. In particular, the interfering or jamming signals can be modeled as random processes with an unknown arbitrary spatial covariance matrix. This covariance matrix and that of the additive noise together are simply modeled with an unknown spatial covariance matrix $Q$. This modeling approach does not add any extra difficulties to the DEML estimator since the DEML estimator is derived based on an unknown noise covariance matrix $Q$. Moreover, when this model is used, the number of interfering or jamming signals may be greater than or equal to the number of array sensors, and the interfering or jamming signals may be wideband. Detailed examples showing the performance of this modeling approach can be found in [19].

**VI. CONCLUSIONS**

We have presented a large sample decoupled maximum likelihood (DEML) angle estimator for narrowband plane waves with known waveforms and unknown amplitudes arriving at a sensor array in the presence of unknown and arbitrary spatially colored noise. The DEML estimator decouples the multidimensional problem of the exact ML estimator to a set of 1-D problems and hence is computationally efficient. We have derived the asymptotic statistical performance of the DEML estimator and compared its performance with its Cramér-Rao bound (CRB), i.e., the best possible performance for the class of asymptotically unbiased estimators. We have shown that the DEML estimator is asymptotically statistically efficient for uncorrelated signals with known waveforms. We have shown that for moderately correlated signals with known waveforms, the DEML estimator is no longer asymptotically statistically efficient, but the performance degradation relative to the CRB is small. We have shown that the DEML estimator can also be used to estimate the arrival angles of desired signals with known waveforms in the presence of interfering or jamming signals by modeling the interfering or jamming signals as random processes with an unknown spatial covariance matrix. Finally, several numerical examples showing the performance of the DEML estimator have been presented in this paper.

**APPENDIX**

**PROOF OF THEOREM 2**

We first derive an expression for the covariance matrix of $\text{vec}(\mathbf{B} - \mathbf{B})$, where $\text{vec}()$ denotes stacking all columns of a matrix into a single column vector. For sufficiently large $N$, we have

$$\text{vec}(\mathbf{B} - \mathbf{B}) = \text{vec}(\mathbf{R}_{yy}^{-1} \mathbf{R}_{yy}^{-1} \mathbf{B})$$

$$= \text{vec} \left\{ \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - \mathbf{B}y(t_n)]y^*(t_n) \mathbf{R}_{yy}^{-1} \right\}$$

$$= \text{vec} \left\{ \frac{1}{N} \sum_{n=1}^{N} n(t_n) y^*(t_n) \mathbf{R}_{yy}^{-1} \right\}$$

$$\approx (\mathbf{R}_{yy}^{-1} \otimes \mathbf{I}) \frac{1}{N} \sum_{n=1}^{N} y^*(t_n) \otimes \mathbf{I} \mathbf{n}(t_n)$$

(55)
where we have used [31]

\[ \text{vec}(ABC) = (C^T \otimes A) \text{vec}(B). \] (56)

Since the noise vector \( v(t_n) \) is a circularly symmetric Gaussian random vector, we have

\[ \lim_{N \to \infty} N E[\text{vec}(\hat{\mathbf{B}} - \mathbf{B}) \text{vec}^T(\hat{\mathbf{B}} - \mathbf{B})] = 0, \]

and

\[ \lim_{N \to \infty} N E[\text{vec}(\hat{\mathbf{B}} - \mathbf{B}) \text{vec}^*(\hat{\mathbf{B}} - \mathbf{B})] = (R_{x,y}^T \otimes I) \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} [y^T(t_i) \otimes I] E\{v(t_i)v^*(t_j)\} \]

\[ \cdot [y^T(t_j) \otimes I] (R_{x,y}^T \otimes I) = R_{x,y}^T \otimes \mathbf{Q}. \] (58)

Next, note that the DEML estimate of \( \theta_k \) is obtained by maximizing the following cost function:

\[ f_1(\theta_k) = \mathbf{b}_k^T \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}(\theta_k) \mathbf{Q}^{-1/2} \mathbf{b}_k. \] (59)

Then, we have

\[ \hat{\theta}_k - \theta_k = -f_1'(\theta_k)/f_1''(\theta_k), \] (60)

where \( f_1'(\theta_k) = \partial f_1(\theta_k)/\partial \theta_k \).

The \( f_1'(\theta_k) \) may be written as [29]

\[ f_1'(\theta_k) = 2 \text{Re} \{ \mathbf{b}_k^T \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \} \] (61)

where

\[ \mathbf{d}_\mathbf{a} = \mathbf{Q}^{-1/2} \mathbf{d}_a, \] (62)

and

\[ \mathbf{a}_k^\dagger = (\mathbf{a}_k^\dagger \mathbf{a}_k)^{-1} \mathbf{a}_k^\dagger. \] (63)

Since \( \mathbf{b}_k^* \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger = \gamma_k \mathbf{a}_k^\dagger \mathbf{P}_\mathbf{a}^\dagger = 0 \), we have

\[ f_1'(\theta_k) = 2 \text{Re} \{ \mathbf{b}_k^* \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k \mathbf{Q}^{-1/2} \mathbf{b}_k \} \approx 2 \text{Re} \{ \mathbf{b}_k^* \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k \mathbf{Q}^{-1/2} \mathbf{b}_k \} \]

\[ = 2 \text{Re} \{ \gamma_k (\mathbf{b}_k - \mathbf{b}_k^*) \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{d}_k \} \]

\[ \approx 2 \text{Re} \{ \gamma_k (\mathbf{b}_k - \mathbf{b}_k^*) \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{d}_k \} \] (64)

where we have used \( \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k = \gamma_k \mathbf{a}_k^\dagger \mathbf{a}_k = \gamma_k \) and the “\( \approx \)” is asymptotically equivalent to “\( \approx \)” since \( \mathbf{b}_k^* - \mathbf{b}_k^* = O(1/\sqrt{N}) \), and \( \mathbf{Q} \) is a consistent estimate of \( \mathbf{Q} \).

The \( f_1''(\theta_k) \) may be obtained by differentiating the right-hand side of (61) and may be written as

\[ f_1''(\theta_k) = -2 \text{Re} \{ \mathbf{b}_k^* \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \}

\[ - \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \}

\[ = 2 \gamma_k \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \]

\[ = 2 \gamma_k \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \]

\[ \approx 2 \gamma_k \mathbf{Q}^{-1/2} \mathbf{P}_\mathbf{a}^\dagger \mathbf{d}_\mathbf{a} \mathbf{a}_k^\dagger \mathbf{Q}^{-1/2} \mathbf{b}_k \] (65)

where \( \gamma_k \) is a consistent estimate of \( \mathbf{Q} \).

Using (64), (66), (57), and (58) with (60), we obtain (67), which appears at the top of the page. Writing (67) in matrix form, we prove the theorem. □
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